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What is CLIMB? 

• MRC funded cloud spanning Bath, 
Birmingham, Cardiff, Swansea, Warwick 

• Led by Mark Pallen (Warwick), Sam Sheppard 
(Bath), Nick Loman (Birmingham), Tom Connor 
(Cardiff) 

• Supporting microbial bioinformaticians 

• Birmingham research computing built the 
pilot service used to help develop other sites 

 



CLIMB Overview 



Looking inside the cloud 

 



Genome sequencing: 20 years ago 

Microbial genome: >$1,000,000 and 3 years  

First human genome $2,700,000,000 and 13 years 



Genome sequencing: 2015 

Microbial genome: $50 in hours 
Human genome $1,000 in days 



Real-time sequencing in epidemics 
• Why establish real-time surveillance for 

epidemics?  

– early: understand source of virus, check 

diagnostic schemes working 

– middle: track success of epidemic control 

(unbiased view of xmission changes) 

– late: chase down remaining cases 

 

Identification 

Source tracking 

Control 

Biology 
E. coli O104:H4 in Germany 

Monitor response to human 

   interventions e.g. vaccines, 

   treatments 

Haiti cholera from Nepal 

Amerithrax 

 

Tailored diagnostics 

Influence infection control and public 

  health measures 

 

 

start 
Genome sequences are: Universal, portable, digital, comparable, information-rich! 

E. coli O104:H4 in Germany 
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http://simpsonlab.github.io/ 

CLIMB: International bioinformatics 
collaborations facilitated by elastic storage, 
compute 

Loman, Quick, Simpson Nature Methods 2015 

Training performed on high memory CLIMB servers (1Tb RAM with 60 vCPUs)  



ebola.nextstrain.org 

Trevor Bedford & Richard Neher 



Guinea real-time sequencing Sierra Leone real-time sequencing 

Ian Goodfellow, Paul Kellam, Matt Cotten 

 

Data in silos hinders interpretation 



Monrovia 

Freetown 

Conakry 

Gytis Dudas, Andrew Rambaut 



Genome sequencing: now 

Zibraproject.org, real-time analysis pipeline on CLIMB, nextstrain.org/zika 



@NASA_Astronauts 



• Genome sequencing can now be done 
everywhere and anywhere 

• Genome datasets doubling faster than 
Moore’s law 

• Tension between democratisation and 
centralisation 

• I/O a bottleneck: bring compute to 
datasets 

• For value of biology to be unlocked we 
need tools for large-scale data sharing 
and integration 

• Cutting-edge academic bioinformatics 
software remains stubbornly hard to use 

 
 



Training the next generation of bioinformaticians 

Online course documentation 

New PhD students get their own 
personal server for research 



System Outline 
• 4 sites 
• Connected over Janet 
• Different sizes of VM available; personal, standard, large memory, huge memory 
• Able to support >1,000 VMs simultaneously (1:1 vCPUs/vRAM : CPUs/RAM) 
• ~7PB of object storage across 4 sites (~3PB usable, replicated) 
• 500TB of local high performance storage per site 
• A single system, with common log in, and between site data replication* 
• System has been designed to enable the addition of extra nodes / Universities 



And now BEAR Cloud 

 



Why Cloud? 

• HPC is not ideal for some types of workload 
– Activation energy to use 

– Software is difficult to force-fit 

• Many emerging community tools/portals for 
research 

• University strategic investment for Life 
Sciences (CaStLeS) – as an urgent driver 

• Supporting Golden Science 

• Encouraging good research citizenship 



Why Cloud? 

• Large memory or intensive applications that 
aren’t suited to HPC 

• Easing transition from desktop to highly 
powered resources 



What BEAR Cloud is NOT? 

• An HPC facility 

– Keen to work with groups who need isolated HPC 

• A way of just getting “Admin” rights on a PC 

• For running web servers 

– Though web fronted scale out services are 
welcome 



What it provides 

• Large numbers of cores per system/VM (up to 
20 cores) 

• Large amounts of memory (up to 128GB) 

• Fast connectivity to storage and research 
networks 

• Ability to use Infiniband 

• Low latency interconnect 



Why not public cloud? 

• Data movement and storage costs 
• Potential IP questions 
• Capital expenditure on “as a service” difficult to 

manage, control 
• Business models based on over-allocation of 

CPUs and memory 
• Support for other technologies is (currently) poor 

(Infiniband, RDMA, MPI, GPU) 
• Not optimised and purpose built for research 

workloads 



Mitigating VM “overheads” 

• Mellanox ConnectX-4 
VPI 

– Infiniband (100Gb EDR) 

– 10Gb Ethernet to 
hypervisors 

– Hardware offload for 
network functions 

– SR-IOV Infiniband & 
Ethernet 



Mitigating VM “overheads” 

• High performance storage from DDN 

– Fast access to storage for data 

– Spectrum Scale plugins for OpenStack 

– Liberal use of SSD to tweak “bottlenecks” 



Mitigating VM “overheads” 

• Water cooled technology 
from Lenovo 

– Turbo more sustained = 
extra “free” Ghz 

– (and its really efficient to 
cool!) 

• Intel Broadwell 

– Per core clock scaling 



User portals 

Self VM provisioning 
(Horizon) 

Research Data 
Network 

BlueBEAR HPC 
Research Data Storage 

Research group HPC 
instances 



And next? 

• More community portals enabled 
– Working with research groups 

• Tighter integration with research data services 
• Automated workflows? 
• Data management services? 
• Containers, Docker, Kubernetes 
• Science reproducibility? 
• Sharing of resource and research? 
• GPU enablement? 
• Integration work with public or research cloud? 


